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Abstract— This paper aims to unravel the face recognition
issues with the execution of the Random Forest Algorithm.
This paper presents a modified Random Forest algorithm to
advance the proficiency and viability of understanding the
acknowledgment issue. In this paper, a few parameters of the
algorithm can be changed and compared to each other during
the solving of the face recognition problem, which leads to a
better result. The parameters that can be changed are epsilon
and number tree, which directly affect the algorithm.
Consequently, the best parameter combination was found for
a face recognition issue with enhancement.
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. INTRODUCTION

Face recognition has gradually become common. It may
seem like a very easy task, but it needs some artificial
intelligence algorithm to achieve the idea. So, in order to
understand more deeply, we have chosen the Random Forest
algorithm to implement the face recognition problem.
Random Forest is a machine learning algorithm that is used
for a variety of tasks including regression and classification.
This method consists of a large number of small decision trees,
called estimators in which each produces their own
predictions. This allows the random forest model to combine
the predictions of each estimator to create a much more
accurate prediction. The study case that we will use that shows
off the Random Forest Algorithm is where it will use Random
Forest in face recognition on an Olivetti face dataset created
in 1990.

As time passes, technology modernizes in conjunction
with it. Artificial Intelligence has come a long way too, from
when it was just a checkers program created in the 1950s, to
now being integrated into better machines to create self-
driving cars, facial recognition, and e-currency in the 20th
century.

We will be diving more into facial recognition. Facial
recognition was first introduced in the 1960s by Woody
Bledsoe, Helen Chan Wolf and Charles Bisson. They were the
first to ever use computers to recognize a face from a human.
Even with the limited resources of technology back in the 60s,
they were still able to make the A.l (Artificial Intelligence)
recognize the various parts of the face like mouth, eyes among
others by manually marking it by themselves. But as time went
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by, the advancement and accuracy of Facial Recognition was
improved because of the modernization of the technology
used.

Researchers have experimented with different processes
and verification methods that include Random Forest
Algorithm in two databases that are FERET and JAFFE
(Mehri, 2017). During the part where he compares both
Random Forest and Decision Tree to see which has the best
accuracy in recognizing faces from both databases, it shows
that Random Forest had more classification accuracy
compared to Decision Tree. In the end they conclude that these
algorithms will get a much better result if they were using a
much better classifier like the Support Vector Machine
(SVM).

Other researchers also conducted a similar project related
to SVM (Kremic & Subasi, 2016). They wanted to test the
performance of Random Forest and SVM in Face
Recognition. As mentioned, Support Vector Machine (SVM)
is a machine learning method that is used for classifying
different faces. The database they used consisted of 20
individual photos of people that have different facial
expressions. As tested, the SVM only had an accuracy of
93.20% but when combined with other classifiers for this
instance Random Forest, the accuracy rate increased to
97.71%. In conclusion, they are able to piece together how this
combination will be beneficial in improving facial recognition
on mobile phones.

One more similar project that also focuses on facial
recognition with Random Forest (Salhi, Kardouchi, &
Belacel, n.d.), their main objective was to find out how to
achieve a facial recognition system that will have a higher
recognition rate, cheaper computational cost and a high
efficiency on time. They combined the descriptor called
Histograms of Oriented Gradients (HOG) with Random
Forest and in the end the result they got was that the system
had exceptionally good results in the accuracy section
compared to other existing systems. In conclusion, even
though the time taken to compute was lower as both descriptor
and classifier are speedup, the accuracy will cost a bit of time
as it is a bit slower so it could get a good accuracy result.

II.  MATERIAL AND METHODS
This section will explain the details of how the materials
are obtained and the methods used to solve the problem.
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A. Sources of Material

First of all, the source code is from an open-source cloud
storage GitHub, the source code is obtained from there in
python code (Beyeler, 2017).

B. Algorithm Implementation

In this algorithm study, the Random Forest algorithm is
used to solve the facial recognition problem. Random forest is
an ensemble-learning algorithm that builds a set of many
individual classifiers known as weak learners to form a unique
classification system. Random Forest belongs to an ensemble
method category that can respond on different combination of
decision tree-type classifier, in the way that per tree that
depends on the values of a random vector sampled
independently and with the same distribution for all trees in
the forest. RF can be seen as combination of two types of
ensemble-method, boosting and bagging. In fact, it is built by
randomly sampling a feature subset for each decision tree as
boosting, and by randomly sampling a training data subset for
each decision tree as in Bagging.

Ensemble learning algorithms produce a set of classifiers.
In order to achieve a good result in accuracy score to our facial
recognition problem, it is a necessary to test in the experiment
with different number of trees, record the final results and
compare them. There are a few advantages of using Random
Forest, some of them are:

e Random Forest is a fast and straightforward learner.

¢ Random Forest can achieve very accurate classifier in
various kinds of dataset given.

e Random Forest can handle a large amount of input
variables from the users.

e Random Forest uses random selection, it allows the
experiment to perform better especially in the case of
many redundant features discrimination are involved.

I1. RESULT AND DISCUSSION

This section will explain the hardware and software that
were implemented in the experiment, and also explain what
parameters were modified, which can bring the best result.

A. Discussion on Implementation

In this experiment, we will use a device with the Windows
10 operating system using AMD Ryzen 7 5700G with Radeon
Graphics 3.80 GHz as the central processing unit and 32GB
of RAM installed. Furthermore, Jupyter Notebook will be
used as a software that processes the Random Forest
algorithm. Before starting to train the algorithm, you need to
simply preprocess the dataset.
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Fig. 1. Sample of image were editted

The Olivetti Face dataset is the main dataset that will be
used in this experiment. Specifically, the datasets are images,
and we need to make sure that all images have the same mean
grayscale level. We need to repeat this procedure for every
image to make sure the feature values of every data point (that
is, a row in X) are centered around zero.

After finish processing the image, we can start our
training. We have a few parameters that need modifying.

Here we have two parameters that need to be modified,
that is, number tree and epsilon. These two parameters have
their own function. The function of a number tree is to have
the maximum number of iterations. The function of an epsilon
is the change in parameters at which the iterative algorithm
stops.

For the size of the number tree, we will implement 50,
100, 300, 500, 1000, 1500 and 3000 number trees. This
number affects the accuracy of score given by the system
when predicting a new face.

At the same time, all the sizes of the numbers tree will be
implemented with different epsilon. It will be 0.01, 0.1, and
1.

B. Result

Table | shows that epsilon 0.01 and the number of trees of
1000 generate the accuracy score of 94%, the highest accuracy
score in this experiment; epsilon 1 and the number of trees of
50 generate the accuracy score of 25%, the lowest accuracy
score in this experiment. As a result of the experiment, we
know that increasing the epsilon or number of trees does not
always result in the best accuracy score. We will explain our
assumption about the number of trees first. When the number
of trees increases, the accuracy score will also increase.
However, after reaching a certain number of trees, the
accuracy score will not change or even decrease. Besides that,
epsilon can also not be set too high. This is because it will
affect accuracy score too big or too small.

TABLEI. RESULT NUMBERS TREES WITH EPSILON
Number | 5, | 409 300 | 500 | 1000 | 1500 | 3000
Tree
Epsilon

001 | 91% | 92% 94% | 92% | 94% | 93% | 93%

01 |88% | 89% 90% | 90% | 91% | 92% | 90%

1| 25% | 34% 36% | 38% | 38% | 39% | 40%

V. CONCLUSION

An integrated framework for the detection, identification,
and learning of faces using random forests is presented in our
thesis. Although the decision criteria are randomized, random
forests are fundamentally similar to traditional decision trees.
In order to learn characteristics, random forests sample
randomly chosen rectangular patches. We have a version of
our framework in use that has been evaluated against cutting-
edge methods.

The training time is a crucial aspect of random forests. The
random tree grows quickly since only randomly chosen
characteristics are used to sample them. The scale of the forest
is an important factor. The classification accuracy and training
duration improve as more trees are allowed to grow.
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As per shown in Table I, the accuracy of face recognition
does not only depend on the number of trees or the epsilon,
the best result we get is 1000 trees with 0.01 epsilon.
Therefore, we know that having the suitable set of setting is
important for the recognition process.
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