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Abstract— Recommendation systems are widely 

employed across various domains. Machine learning is 

currently a prominent trend in the field of data analysis. 

This paper incorporates recommendation systems into 

machine learning, specifically utilising the AI techniques 

of Collaborative Filtering and Content-based Filtering 

(Hybrid Filtering). The study paper also includes a 

demonstration of the findings and alternatives to improve 

the accuracy of the said findings. The journal references 

a handful of research papers written by proficient 

authors to enhance and strengthen the information and 

claims created in the journal. 

Keywords—Hybrid Filtering, Recommendation System, 

Content-Based Filtering, Food, TF-IDF, Cosine Similarity 

I. INTRODUCTION 

 Currently, an immense quantity of information is easily 

accessible to us. The tremendous amount of information 

available might have negative consequences, such as 

information overload and heightened decision-making 

challenges caused by the extensive complexity and many 

possibilities to consider. To mitigate this problem, a 

recommendation or recommender system was developed. 

Nevertheless, the recommendation system encounters a 

myriad of new challenges. An inherent challenge faced by this 

system is the cold start problem. The complicated start 

problem arises when there is insufficient data on a user or 

object to generate a precise recommendation (Yuan & 

Hernandez, 2023). Several methodologies can address this 

issue: content-based, collaborative filtering (COLLABORATIVE 

FILTERING, 2022), hybrid filtering, TF-IDF and cosine 

similarity. This research evaluates various strategies to 

address the cold start problem. 

II. LITERATURE REVIEW 

A. Similar Projects 

Scholars have explored various topics related to 
recommender systems, with a specific emphasis on 
suggestions for food. For example, Petrusel and Limboi used 
sentiment analysis with recommendation engines to suggest 
eateries based on favourable and unfavourable customer 
reviews. Sawant and Pai used content-based and collaborative 
characteristics from the Yelp dataset to create a Yelp meal 
recommendation system. 

Yera and colleagues refined a food recommendation 

system that considers user preferences and nutritional data. 

Maia and Ferreira investigated a context-aware meal 

recommendation system that considers food items' location 
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and cooperative filtering. In their investigation of user-

reviewed recommender systems, Chen et al. emphasised the 

value of user-generated material in improving suggestions 

(Maiyaporn Phanich et al., 2010). 
 

 Several initiatives and studies have focused on diabetic 
meal recommendation systems. These programs encourage 
healthy eating and nutritional management. With a 
hierarchical clustering technique, (Li et al., 2016) created an 
ontology-based food categorising system. Their technique 
featured three nutritional levels (low, medium, and high) but 
was not optimised for diabetic diet management and had 
manual setup constraints. A customised diabetic food 
recommendation system by Lee et al. (2018) used ontology 
and fuzzy logic to prioritise supper calories over food category 
substitutions (Singh & Dwivedi, 2023). 

B. Approach 

The authors adopted a hybrid strategy in their study, 

skillfully fusing collaborative filtering techniques with 

content-based filtering to provide food suggestions. User-

specific characteristics, including meal name, ID, cuisine, 

and diet type, were targeted using content-based filtering. 

Textual data related to food products, especially cosine 

similarity, was preprocessed and analysed using string-

matching methods (Maiyaporn Phanich et al., 2010). 

 

The collaborative filtering system considered meal names 

and user ratings to make predictions. Cosine similarity was 

used to create a matrix that captured user-item interactions 

and measured how similar the user and food IDs were. This 

method also considered linguistic data associated with food 

products by turning them into feature vectors (Maiyaporn 

Phanich et al., 2010).   

 

The Food Recommendation System (FRS) for people 

with diabetes by Maiyaporn Phanich et al. uses SOM and K-

means clustering. Using a Thai food nutritive values dataset, 

data is prepared and categorised by features and diabetic 

appropriateness. Feature extraction ranks eight essential 

nutrients for people with diabetes. The clustering study uses 

SOM and K-means clustering for unsupervised learning and 

visualisation. Based on nutritional combinations and features, 

Recommended Foods (RF) categories are created from 

results and clusters. The Food Recommendation System uses 

Distance Matrices to make cluster-based suggestions based 

on proximity and nutritional similarity (Singh & Dwivedi, 

2023).  

 

C. Conclusion 

The study presented a complete meal recommender 

system that elegantly combines collaborative and content-

based filtering techniques. String-matching ideas were added 

to content-based filtering, which improved the system's 

ability to identify textual similarities and produce more 

individualised and accurate meal suggestions based on user 

preferences. Although the model accomplished its goals, the 

authors are aware of its shortcomings, including its reliance 

on publicly available statistics and the possibility that it 

overlooked elements like temporal dynamics or social 

influence. Future improvements may include adding other 

variables, such as nutritional data, ingredient preferences, 

dietary restrictions, or user demographics, to deliver even 

more individualised and precisely customised suggestions 

(Maiyaporn Phanich et al., 2010). 

 

The Food Recommendation System (FRS) for diabetics, 

which uses clustering analysis with Self-Organizing Map 

(SOM) and K-means clustering, seems promising for helping 

people make healthier food choices. Clustering foods with 

nutrients and features meet diabetics' dietary demands. Its 

capacity to offer same-category alternatives makes it useful 

for various diets. Enhancing the recommendation algorithm, 

adding user input, and increasing the dataset might optimise 

the system. Collaboration with healthcare experts is essential 

for diabetic diet care validation and accuracy improvement. 

The Food Recommendation System is a vital and creative 

resource that improves diabetes patients' nutrition treatment 

and health (Singh & Dwivedi, 2023). 

III. MATERIALS AND METHODS 

A. Abbreviations and Acronyms 

• Content-based Filtering 

• Collaborative Filtering 

• Hybrid Filtering 

Combined, content-based and collaborative filtering result 
in Hybrid Filtering. This ML algorithm filters out heaps of 
items to a specific set of items based on the user’s preference 
or liking. The recommendation system makes 
recommendations based on the user’s desire for what food 
item they want to eat at that moment. Then, the items are 
ranked based on reviews of another user, which is a part of 
collaborative filtering. The source code was developed from 
scratch while referring to a study posted by ‘GRACE 
HEPHZIBAH M’ on Kaggle.com, including the datasets used 
for this paper. 

B. Software Requirements 

• Python 

• Python IDE 

IDEs tend to make it easier and produce the least number 
of errors compared to GoogleColab, which is why it is 
recommended to use a Python IDE. 

C. Materials 

• Python Libraries: The script uses several libraries, 

including numpy, pandas, sklearn, nltk, and. These 

libraries provide various functions and methods that 

are used throughout the script. Nltk is for 

tokenisation, sklearn is for the machine learning 

library, pandas are for data manipulation, and 

numpy is for numerical computing. 

• Dataset: The script uses a dataset of food items and 

their descriptions named “Food.csv”. The dataset is 

loaded from a specified file path into a pandas 

DataFrame. The dataset should have specific 

columns such as “Food_ID”, food name as “Name”, 

cuisine type as “C_Type”, and the description as 
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“Describe”, and “Tags”, as expected by the script. 

This dataset is later merged with another dataset 

named “Ratings.csv,” which will hold ratings of 

users and rank the recommendations for the user to 

help assist the user in picking a dish. 

• User Input: The script takes user input, the user 

enters a food item, and the script recommends 

dishes based on this input. 

D. Methods 

 The method used in this Python script is Hybrid Filtering 
for recommendation systems. Here is a breakdown of the 
process: 

• Data Preprocessing: The data is pre-processed by 
splitting and joining various columns. This is done to 
prepare the data for the recommendation system. The 
two datasets being merged are “Food.csv” and 
“Ratings.csv”. The program then takes this newly 
merged data frame  (df), tokenises it and makes all the 
tags lowercase. Finally, all of this is then put into a new 
data frame. 

• Feature Extraction: The TF-IFD Vectorizer (Ma et al., 
2022) from Sklearn converts the tags into numerical 
vectors. This process is also known as vectorisation 
(Rafael Martins D'Addio et al., 2017). Be aware of the 
different meanings of the homophones “affect” and 
“effect”, “complement” and The 
stop_words="English" parameter removes common 
English words (like ‘the’, ‘is’, ‘in’) that do not contain 
significant meaning and are often removed from texts 
(Chen et al., 2017). 

 

Figure 1: TF-IDF formula (TF-IDF, 2024) 

• Cosine Similarity: The cosine similarity between the 
vectors is calculated. This is used to find similar dishes 
based on the user’s input. Cosine similarity is a 
measure between two non-zero vectors of an inner 
product space that measures the cosine of the angle 
between them (Miesle, 2023). 

 

Figure 2: Cosine Similarity formula (Varun, 2020) 

• Tokenization: The word_tokenize (Pai, 2020) from 
nltk reduces sentences into a set of words. For 
example, in the sentence “Rob was fishing”, the 
sentence gets tokenised, so the sentence would look 
something like this [“Rob”, “was”, “fishing”]. This 
process is known as tokenisation (Admin, 2023). As 
the dataset chosen is full of sentences, with each word 
being an ingredient, tokenisation is preferred to 
stemming (Perry, 2021). 

• Recommender Function: This function 
(recommender) takes a food item as input (food) and 
returns a list of dishes. The function uses the cosine 
similarity to find the most similar dishes while also 
using the mean of the average ratings of a dish to 
propose what dish is more preferred over the other 
dishes. The list is given in descending order in terms 
of recommended dishes.  

 

Figure 3: Average Ratings formula 

 The method used in this script is a common approach in 
building recommendation systems, especially when dealing 
with text data. It is worth noting that the method's 
effectiveness can depend on the quality and quantity of the 
data used. 

IV. ALGORITHM IMPLEMENTATION  

A. Purpose 

The purpose of this Python script and the method used is 

to build a food recommendation system. 

When a user inputs a food item or type they like, the system 

recommends similar dishes based on the input. This is 

particularly useful in scenarios such as a food delivery app or 

a recipe website, where users might look for new dishes 

similar to their favourites. The method used, which involves 

data preprocessing, feature extraction, cosine similarity 

calculation, and tokenisation, allows the system to understand 

the characteristics of different dishes and find similarities 

between them. This way, when a user inputs a food item, the 

system can find dishes with similar traits and recommend 

them to the user. 

 

In summary, this script aims to provide personalised food 

recommendations to users based on their preferences, 

enhancing their culinary experiences and making it easier to 

discover new dishes they might enjoy. 

B. Parameters 

The parameters used in the code are mainly the columns 

of the dataset, such as “Food_ID”, “Name”, “Tags”, and 

“ratings” majorly. These are used to process the data and 

make recommendations. The food parameter in the 

recommender function is the food item input by the user. 

Functions are used to preprocess the data frame, which was 

formed by merging the two datasets and inserting them into a 

new data frame for the primary recommendation function. 

 

V. RESULTS AND DISCUSSION 

The results presented in this study will result from all the 

methods involved, including Tokenization, Pre-processing of 

data, Feature extraction, cosine similarity and the 

Recommendation function. A set of assumptions must be set 

to determine what environment the recommendation system 

will provide desired results. The following assumptions are 

being made before the actual execution of the program. 
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• The user does not precisely know what food he 

wishes to eat. 

• The user has a specific type of food in mind but does 

not precisely know what dish he wishes to consume. 

• The user would like to know what dish is preferred 

over the other dish by other users. 

A. Discuss the implementation 

1) Setup on Integrated Development Environment 

 

To start up the implementation of the program, we will 

need an IDE. The study was conducted on a Python 

Integrated Development Environment (IDE) named 

PyCharm, as it was the most convenient platform on which to 

conduct our study. PyCharm provided a more effortless and 

smoother experience in installing packages. The packages 

needed to run the program successfully are Numpy, Pandas, 

Sklearn, and NLTK, discussed in detail above. The next step 

would be to download the CSV files, which are both provided 

on Kaggle.com. The files were renamed “Food.csv” and 

“Ratings.csv” for convenience. The Food.csv file contains 

the Food_ID, Name, Veg_Non and Describe (Ingredients), 

while Ratings.csv contains Food_ID, User_ID and Rating. 

The Food.csv file alone would provide a sufficient Content-

Based recommendation system, and adding the Ratings.csv 

file would create a Collaborative Recommendation system. 

As mentioned before, the Content-Based and Collaborative 

filtering would result in Hybrid Filtering, the machine 

learning algorithm used for this study. 

 

As the setup phase is completed, now is to talk about how 

the program runs. The program first merges the CSV files 

into a data frame that other functions will use. After the 

merging, the data frame is pre-processed by tokenising words 

in the columns, thereby creating a new column named 

“Tags”. The column “Tags” is further processed to turn them 

into lowercase, which will avoid any errors or issues during 

the running of the program and after all the processing is 

done, the “Tags” column is then inserted into a new data 

frame. This newly formed data frame is later used in the 

calculate similarity function, which converts the data frame 

into a TF-IDF matrix using TF-IDF Vectorizing. The 

calculate similarity function also calculates the cosine 

similarity between TF-IDF Vectors and returns the resulting 

value. 

 

Moving on to the main central part of the program, the 

Recommender Function. This function takes the user input, 

the new data frame, the similarity matrix, and the original 

data frame. Find foods containing the input keyword and 

check the cosine similarity distance between the input food 

and other foods to provide suggestions. The list is provided 

in terms of each food's mean ratings. The higher the mean 

rating of a food in a list of recommendations, the higher it is 

displayed on the list. 

 

 

 

2) Challenges 

 

The main challenge is finding the perfect max_feature of 

TF-IDF to ensure the recommendations are accurate. 

Moreover, during the several trials, the accuracy increased 

from 50% to somewhere around 70% or more. Multiple 

changes had to be made. Previously, stemming was used in 

place of tokenization, which made the data hard to understand 

and retrieve for the recommendation system. 

 

 
Figure 4: Stemming used for Data frame 

Implementing linear kernel and several other techniques 

to increase the accuracy proved ineffective as they would 

introduce more issues into the program. 

B. Results 

The results of this study will be based on part-to-part 

success, where we will check out if the code works at all 

points of the code as planned. We will start by merging both 

CSV files into 1 data frame. To check if the merging 

succeeded, we would use the code df.info (). 

 

 
Figure 5: Proof of Data frame merging using df.info() 
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This result shows that the merging succeeded, as columns 

from both CSV files can be seen in 1 data frame. This allows 

the program to move to the data processing stage, where the 

recommender function will tokenize the data. 

 

 
Figure 6: Tokenizing for Data frame 

 

       The above figure indicates that the tokenisation process 

was a success, and the data frame “Tags” is ready to be 

processed by the recommender function to finally provide 

recommendations to the user. 

 

 
Figure 7: Recommended dishes based on what the user requests 

      The above figure shows the user asking for vegan (veg) 

food recommendations. As stated in our assumptions, the 

user does not know what he wants to eat but knows what type 

of food he wants. As the results indicate, 22.22% of results 

are irrelevant to the type of food asked. After leaving a 

margin for error, the program's success rate, as stated before, 

is around 75%, which is much better than the past trials. The 

retrieval of these recommendations is solely through cosine 

similarity. 

 

 
Figure 8: Cosine Similarity for Figure 7 

      These food IDs represent the food items in Figure 7. Each 

has a cosine similarity in contrast to the user input to other 

food dishes.  

 

CONCLUSION 

  In conclusion, Recommendation systems are vital tools 
for making informed decisions.  Recommendation systems 
have difficulties addressing the cold start problem, which 
arises when insufficient data is available on new users to 
provide accurate item recommendations. By adopting 
collaborative filtering, users can gradually enhance the 
precision of their suggestions by considering their encounters 
with food and their resemblance to other users. 
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