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Abstract—  The rise of recommendation systems being 

implemented in all aspects of our lives requires us to have a basic 
understanding regarding these algorithms. This study focuses 
on an item-based collaborative filtering recommendation system 
used for movies and show recommendation will provide insight 
into the parameters used for said recommendation such as 
genre, rating, and director of the movie/show. 

Keywords— Machine Learning, Recommendation System, 
Item-Based Collaborative Filtering  

I. INTRODUCTION  
With the ever-increasing amount of options found on 

video streaming services it has become common practice to 
employ a recommendation system to help users make an 
informed selection based on their previous choices and 
preferences. This system does come with its own issues 
however, new users of the system would face the cold start 
problem where there is little to no data for the algorithm to 
help make an informed decision for the user. This paper is 
using the Netflix Movies and TV Shows dataset to simulate 
an environment with data that has been rated by other users 
along with using the Item-Based collaborative filtering so new 
users can still use the recommendation system. The purpose 
of this research is to compare several selections of parameters 
to find the most suitable for movie and video 
recommendations. 

II. LITERATURE REVIEW 

A. Similar Projects 
Multiple research papers have used recommendation 

systems in other fields considering a varying amount of 
parameters using ML algorithms. This section reviews a few 
studies using recommendation systems to find similarities of 
algorithms used. 

Soumya et al. (Sri Attaluri, K Batcha, & Mafas, 2020) had 
used recommendation systems and feature extraction to 
recommend crops for farmers to plant. Feature extraction is a 
process where features of a data entry in a dataset is isolated 
to better filter or sort entries that contains specific features for 
recommendation or removal. The paper provided evidence 

that historical and forecasted data is able for us to make 
reasonably accurate recommendations. 

Joanne et al. (Lim Jo En, Kae Li, Davina, Vern Jian, & 
Arabee Bin Abdul Salam, 2024) conducted a research paper 
where they used recommendation systems and SVD to 
recommend products. Their paper goes in depth on how to 
mitigate the cold start problem that naturally occurs in all 
recommendation systems by comparing different approaches 
that tackle the problem along with the performance of 
collaborative filtering systems when SVD matrix’s latent 
features are manipulated. 

Smith Johnson (Smith, 2024). conducted a comprehensive 
study on the application of hybrid recommendation systems in 
enhancing user engagement and accuracy. Their research 
delves into the integration of content-based and collaborative 
filtering techniques, with a special focus on addressing the 
sparsity problem prevalent in user-item interaction data. By 
comparing various hybrid models, the study provides insights 
into the effectiveness of combining model-based and 
memory-based approaches. Moreover, the research explores 
the impact of incorporating contextual information and user 
feedback loops on the performance of recommendation 
systems. The paper provides a detailed analysis of the 
scalability of hybrid systems and their ability to adapt to 
dynamic user preferences, thereby offering a significant 
contribution to the field of personalized recommendation 
systems. 

B. Methodology/Approach 
This part will explore previous research and studies that 

has used Machine Learning algorithms to approach parameter 
selections for their respective recommendation systems. 

Dimitris et al. (Kalimeris, Kalyanaraman, Bhagat, & 
Weinsberg, 2021)has determined that repeated used of a 
recommendation system by a user can cause the user to narrow 
down the recommendations through preference amplification 
which can lead to increased engagement but also lack of 
diversity and echo chambers. Through the selection of 
different parameters, it can be used to mitigate these issues and 
reduce potentially objectionable content by the user to 
increase their engagement. 
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C. Conclusion/Recommendation 
Item-based collaborative filtering and similarity-based 

collaborative filtering has been proved to provide accurate 
recommendations for the user. To achieve a high accuracy on 
recommendations several parameter sets are used to find the 
selection that gives the most accurate recommendations. For 
this paper, 2 selections of data features will be used for the 
experiment done in this paper for reference of parameters in 
item-based collaborative filtering. 

III. MATERIALS AND METHODS 

A. Machine Learning Algorithms 
• Item-Based Collaborative Filtering 
• Similarity-based Collaborative Filtering 

 
Item-Based collaborative filtering and similarity-based 

collaborative filtering are techniques in machine learning 
algorithms that analyze item parameters and generate relevant 
recommendations. The source code used in this paper was 
created by User Erin Ward in Kaggle. We have modified the 
parameters of this code for this work. Similarity-Based 
Collaborative filtering recommends similar videos that share 
similar parameter types selected by us and recommends the 
top 10 videos based on said selected parameters. 

B. Software Requirements 
• Python 

• Google Collab 

The source code has been imported from Kaggle to Google 
Collab to be run by Google’s provided servers for Collab. 
Running it on Google Collab also gives us the opportunity to 
edit the parameters from anywhere. 

IV. ALGORITHM IMPLEMENTATION 

A. Purpose 
This paper was conducted to investigate how item-based 

collaborative filtering and similarity-based collaborative 
filtering is used to predict recommendations for the user. 
Using the selected parameters, the code recommends other 
movies/shows when they have matching parameters. Our 
goal here is to find out which sets of parameters would give 
us the best accuracy for recommendations. 
 

B. Parameters 
• Recommendation system using country, cast, director, 

ratings, and genre. 

 The first parameter set takes account of the country of 
origin, the members of the cast, the director of the 
film/show, user ratings of the show and the genre it 
belongs in. This gives the algorithm a good set of 
parameters to find recommendations for the user. 

• Recommendation system using show description. 

This second parameter set only uses the description 
provided by the show’s page to find relevant shows to 
recommend to the user. 

V. RESULTS AND DISCUSSION 

A. Discusion on implementation 

 Figure 1. code to import necessary libraries 
 

We first setup the experiment by importing the 
necessary packages such as NumPy, pandas, re and nltk.  
 
 
 
 
 

Figure 2. loading the dataset and shows the top 10 
entries 

 
Next, we have to load the dataset which is 

“Netflix_titles.csv”. This dataset holds thousands of 
entries of movies and shows hosted on the Netflix 
streaming service. 
 
 

Figure 3. code that drops empty entries 
 

Before we continue with building the 
recommendation engine, we first need to drop any null 
values found in the dataset. 
 
 
 
 
 
 
 
 

Figure 4. code that drops unwanted parameters 
 

 
Figure 5. code segment to sort actors 
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For the recommendation engine using cast, director, 

country, rating, and genre all parameters except the selected 
parameters are dropped to load the dataset faster. Now we 
read all actors and count them into the “binary_actors” list to 
better read the data as it goes through the recommender, all 
other parameters go through the same process and placed in 
their respective lists. 

 
 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. the code block for the recommender function 

  
Once all of the parameters are properly prepared, it 

runs through the recommender function where the Item-
based collaborative filtering is coded in. the entry typed 
in the search argument of the function is then compared 
with the rest of the dataset and the top 5 results are then 
showed in a table as recommendations for the user. 
 
 
 
 
 
 
 
 
 
 

 
Figure 7. extraction of title and description 

 
 For the recommendation system using the 
description of the shows, only the title and description 
parameters are saved into the list for further use in the 
system. 

 
 
 
 
 
 
 
 
 
 

 

Figure 8. description is put in lowercase and each word 
is given a token. 

The dataset is further processed by putting all works 
in the description to lowercase and then any unique words 
is given a token for the recommender system to read. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. The code block for the description 
recommender system 

 
Once the dataset is prepared, it is run through the 
recommender system comparing the tokens of the 
description with the data entry selected for the function’s 
argument to tally up the amount of tokens that match with 
the selected entry before displaying the top 5 in a table for 
the user to get their recommendations from. 

B. Results 
 

 
 
 
 
 

 
Figure 10. results of the recommender system on the movie 

“The Conjuring” 
 
The results shown in figure 4 are from the recommendation 
system using the 5 parameters. The algorithm took around 5 
minutes to generate the recommendations. Manually 
reviewing the top recommendations shown at figure 4 that 
they share the thriller genre tag thus making the 
recommendation valid. 

 
 
 
 
 

Figure 11. results of the description recommender system on 
the move “Dr. Suess’ The Cat in the Hat 

 
The results here in Figure 11 show the recommendations 

of the description recommender system. As it currently 
stands, this version of the recommender system does not have 
any code to conduct semantic analysis thus taking each 
unique word as the same meaning leading to unreliable 
recommendations like the one shown in figure 11 where it 
recommended horror genre movies when a movie under the 
kids genre is used for the search. 
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VI. CONCLUSIONS 
In conclusion, the recommendation system is able to be 

used with a wide selection of parameters but might become 
unreliable if given complex parameters such as descriptions. 
Our testing has shown that when given set values in 
parameters such as genre, ratings, or country. Complex 
parameters such as descriptions need to be processed by 
hybrid recommendation systems that incorporate other 
algorithms such as the Natural Language Processing (NLP) 
model. In future works, we would attempt to make such 
advanced recommendation systems to further our 
understanding of the Recommendation system algorithm. 
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